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Abstract— 3D reconstruction based on monocular videos has
attracted wide attention, and existing reconstruction methods
usually work in a reconstruction-after-scanning manner. How-
ever, these methods suffer from insufficient data collection
problems due to the lack of effective guidance for users during
the scanning process, which affects reconstruction quality.
We propose VIDAR, which visually guides users with the
streaming incremental reconstructed mesh in data collection for
monocular 3D reconstruction. We propose an incremental mesh
extraction algorithm to achieve lossless fusion of streaming
incremental mesh data via slice-style management for guidance
quality. We also design an incremental mesh rendering algo-
rithm to achieve precise memory reallocation by updating the
buffer in a fill-in-the-blank pattern for guidance efficiency. Be-
sides, we introduce several optimizations on data transmission
and human-computer interaction to improve the overall system
performance. The experiment results on real-world scenes show
that VIDAR efficiently delivers high-quality visual guidance
and outperforms the non-interactive data collection methods
for scene reconstruction.

I. INTRODUCTION

3D scene reconstruction is essential for perceiving natu-
ral environments in augmented/virtual/mixed reality [1]–[3].
With the breakthrough of SLAM technology [4]–[7], vision-
based reconstruction technology has been widely developed
due to its low cost and ease of use, which obtains the 3D
mesh of a target scene with neural networks based on the
monocular video collected by a smartphone.

As the proverb says, Even the cleverest housewife can’t
cook without rice. Such a “reconstruction-after-scanning”
process lacks timely and reliable scanning guidance for users
and therefore blocks users from collecting more complete
data. It seriously harms the reconstruction quality and can not
be solved only at the algorithmic level. As shown in Fig. 1, it
causes three recurring problems because users are confused
about determining whether the scanning data covers every
region (corresponding to ❶), every view (corresponding to
❷), and every detail (corresponding to ❸). Even if users scan
more times, there is not yet an automated technique to merge
multiple meshes for better results.

Given that visual guidance is more convenient and intuitive
for human users, it’s well-suited to provide in-situ feedback
on the scanning process, and the reconstructed mesh is
undoubtedly one of the easiest to understand and use. As Fig.
1 shows, users are able to continuously see the reconstructed
mesh on the screen with the streaming scene data. By
comparing the differences between the mesh and the real
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Fig. 1: Comparison between traditional offline recon-
struction process and our interactive process. By con-
stantly sending the mesh reconstructed on the back-end back
to the mobile, users can collect more complete and detailed
data based on this in-situ visual guidance, avoiding the three
problems that easily occur in the traditional way.

world, this interactive scanning process can guide them to
supplementally collect the missing scene data to improve
reconstruction quality.

However, two key challenges exist in this design. The first
challenge is how to achieve precise multi-mesh fusion. A
basic idea is to divide the input video into fragments and
transfer only the reconstructed mesh of the current fragment
each time. However, there are multiple meshes of an area in
supplemental data collection. If each mesh is rendered, there
will be a problem that the real mesh and the wrong historical
mesh exist simultaneously, leading to low reconstruction
quality. Therefore, a mesh fusion scheme is needed to ensure
the interactively reconstructed results are high-quality and
consistent with the real scene.

The second challenge is how to achieve efficient incremen-
tal rendering. SOTA scene reconstruction methods [8]–[10]
use complex neural networks for 3D geometry prediction,
which cannot be run directly on smartphones due to high
computational resource requirements. We adopt the idea
of offloading [11]–[13], which assigns the computation-
intensive tasks (e.g., mesh generation) to edge servers with
higher performance and the rendering tasks to the mobile



side. However, the streaming mesh increases the GPU mem-
ory requirements over time and crashes the rendering. Thus,
we need to design a mesh rendering strategy to optimize GPU
memory management efficiency for smooth reconstruction.

To address these challenges, we propose VIDAR, which
guides users to scan higher quality data in situ for monoc-
ular 3D scene reconstruction with visual feedback. It is
a manner of reconstruction and rendering while scanning
and differs from the traditional paradigm. It fundamentally
solves the reconstruction quality problem of missing data
due to the lack of guidance in data collection. There are
two key technologies in VIDAR. First, an incremental mesh
extraction algorithm. The proposed algorithm utilizes the
characteristics of generating meshes in cubes to achieve slice-
style management and incremental removal and modification
of mesh data, ensuring lossless fusion for multiple historical
meshes and the current mesh. Second, an incremental mesh
rendering algorithm. The proposed algorithm takes advantage
of the fixed generation pattern of faces in the mesh to perform
fill-in-the-blank buffer updates, ensuring that the time to
update the buffer is only related to the current mesh and
reducing significant memory fragmentation.

We additionally introduce several optimizations for sys-
tem performance, including a tolerance threshold for data
transmission, render buffer backup to ensure data synchro-
nization, and interactive prompts for better human-computer
interaction. The experimental results on the ScanNet [14]
dataset and real-world scenes show that compared to the
baseline system, VIDAR enables precise management and
lossless fusion to mesh and can reduce the total mesh data
volume to 60% with a maximum of 7% quality loss in
the case of limited bandwidth. VIDAR enables stable and
timely updating of the rendering buffer, only taking 50ms per
update on average. VIDAR can render a reconstructed mesh
every second to provide instant feedback. To better showcase
VIDAR, we have shared video demos on an anonymous
website 1.

Our contributions are as follows:
• We seek to improve the 3D reconstruction results in

practice from a perspective of data quality of the
monocular video collection, which is complementary
to algorithm-side optimizations. SOTA reconstruction
methods so far cannot address quality issues created by
data collectors.

• VIDAR achieves excellent monocular video collection
by offering in-situ human-friendly quality feedback
to data collectors using smartphones. Thus, a typical
smartphone user is able to act as an expert-level collec-
tor and shoot videos of desired quality, which is critical
when performing large-scale reconstructions in a crowd-
sourcing approach.

• VIDAR realizes such quality feedback via the visual
scene mesh aligned with real-time video contents shown
on the smartphone screen. Under the hood, it is sup-
ported by proposed new edge-assisted interactive re-

1https://moss-3drecon.github.io/VIDAR/

construction architecture, as well as two mobile opti-
mizations to improve the quality and efficiency of visual
mesh guidance on how to collect data.

• We implement VIDAR on smartphones with edge/cloud
assistance and evaluate it on real-world scenes and
users. Experimental results show that VIDAR is able
to continuously update at 1Hz the holistic reconstructed
model on the smartphone for newly-added video frames
and display corresponding visual mesh indications at
20Hz on screen regarding to collectors’ real-time loca-
tion and direction.

II. RELATED WORKS

A. MVS-based Scene Reconstruction

The reconstruction of 3D geometry from 2D images is a
classical problem in computer vision, and one of the most
widely used methods is multi-view stereo (MVS).

MVSNet [15] is a representative learning-based MVS
method to reconstruct 3D geometry, which builds a cost
volume by traditional plane-sweeping [16] based on features
mapped from multiple source images and a reference image
and regularizes the cost volume by 3D CNN. DPSNet [17],
and MVDepthNet [18] focus on how to build the cost
volume. GPMVS [19] sends pairs of images into an encoder-
decoder structure for depth estimation, which inspires Deep-
VideoMVS [9] to introduce ConvLSTM to incorporate more
temporal information.

Atlas [20] is the first to directly regress Truncated Signal
Distance Field(TSDF) from RGB images, which extracts fea-
tures with 2D CNN, projects these features to 3D space, and
predicts TSDF values by 3D CNN. NeuralRecon [8] predicts
TSDF values with coarse-to-fine structure and introduces a
3D gated recurrent unit (GRU) to help fuse local features into
global space instead of traditional TSDF fusion methods.
TransformerFusion [21] and VoRTX [22] both introduce
the Transformer [23] structure to fuse multi-view features.
3DVNet [24] and SimpleRecon [10] combine the advantages
of these two types of methods.

Most of the methods mentioned above only run in real-
time on desktop GPUs. If we directly deploy them on mobile
platforms, the considerable overhead on GPU memory (up
to 10+ GB) makes it impractical to view the mesh instantly.

B. Mobile Scene Reconstruction

Some early works on mobile scene reconstruction [25]
[26] are implemented on a particular mobile phone prototype,
such as Google’s Project Tango Tablet. [27]–[29] estimate
metric scale with inertial sensors on mobile phones to per-
form scene reconstruction. Mobile3DRecon [30] introduces
a pipeline for real-time volumetric surface reconstruction
directly on mobile devices, which utilizes a multi-view semi-
global matching method to calculate the initial depth map
and a CNN to optimize the depth map noise.

Due to factors such as computing resources, storage re-
sources, and battery energy on the mobile side, mobile scene
reconstruction methods sacrifice reconstruction quality and
limit the scale of the reconstructed scene.

https://moss-3drecon.github.io/VIDAR/
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Fig. 2: System pipeline. Our motivation is that if users can see the reconstructed mesh all the time through the scanning
process, they can spontaneously collect the missing data based on the differences between the reconstructed mesh and the
real world. Therefore, we use the incremental reconstructed mesh as a visual interaction guide. The two key problems, like
lossless fusion and efficient rendering, are solved by step d and step e.

III. DESIGN

A. Preliminaries

TSDF is a popular 3D representation used in the field of
3D reconstruction [31], [32]. It divides the 3D space into
uniform voxels, and each voxel’s value is the distance to the
nearest surface, which is truncated to −1 or 1 if it exceeds
the distance threshold. Mesh is a classical representation
to describe 3D space, which contains a set of vertices and
triangular faces connected by these vertices. The Marching
Cubes algorithm [33] is a classical way of extracting mesh
from TSDF volume. The specific process is that for each
voxel at (i, j,k) coordinates, a cube is formed with it and
seven other neighbor voxels, placing it in the lower left
corner. Based on eight voxels’ values, An isosurface is
formed with intersecting cube edges, and it is composed of
one or multiple faces. The coordinates of these intersection
points can be calculated with linear interpolation. Executing
like this within each cube will yield the final mesh.

B. Overview

We leverage the rich GPU resources of the edge server
to perform computationally intensive tasks. The monocular
video captured on the mobile side is transferred to the server
for inference via neural networks. The reconstructed mesh is
extracted from the output TSDF volume and then transferred
back to the mobile side for rendering. Fig. 2 illustrates
VIDAR’s workflow. VIDAR takes a sequence of RGB frames
continuously scanned by the user as input (step a) and selects
key frames according to the change of camera poses (step
b). Every N key frames is fed into the scene reconstruction
neural networks to predict the TSDF volume 2 (step c). Our
proposed incremental mesh extraction algorithm manages the
multiple historical TSDF volumes in a slice-style manner and
obtains incremental updates on the basis of generated mesh

2It can be any one of the MVS-based scene reconstruction methods, and
We adopt NeuralRecon, the SOTA method, here.

(step d, discussed in Sec. III-C). Our proposed incremental
mesh rendering algorithm utilizes a fill-in-the-blank policy to
update the mobile GPU’s rendering buffer in an incremental
manner (step e, discussed in Sec. III-D). Finally, users can
see the rendered mesh on the screen (step f).

C. Incremental Mesh Extraction

The important task for the server is to transfer high-quality
mesh as fast as possible. One option is to transfer the whole
mesh. Although the mesh quality is assured, the transmission
time will increase drastically due to massive repeated data.
The 3D mesh compression technique like [34] can not solve
the problem fundamentally. Another option is to transfer the
generated mesh and integrate it with historical meshes on the
mobile side. While it avoids transmission of repeated data, a
fusion fault problem occurs because the generated mesh may
share the same spatial positions with the historical ones. The
direct overlay will cause the rendered mesh to be rugged.

Considering the shortcomings of these two options, the key
is to achieve efficient management and precise integration for
these meshes. We note that although mesh data consists of
unordered vertices and faces, TSDF data can be easily tra-
versed because of the 3D space voxelization, and mesh is also
generated by accessing the voxel values of TSDF volumes
cube by cube. Thus, we can utilize the cubic structure to split
the mesh into slices and locate any face in the mesh based
on the coordinates in the TSDF volume. Benefiting from
the efficient management scheme, we can identify precisely
how the generated mesh has changed relative to the historical
meshed, i.e., which vertices and which faces.

Specifically, for a TSDF volume T ∈ RH∗W∗L, we assign
each cube c ∈ T for two contributes, including the index ci
and the value cv. We use the coordinates of the lower left
corner on the cube to represent it, i.e. ci = (h,w, l), and use
the eight voxel values of the cube to represent cv. Based on
this, we define incremental mesh M as:

M = ⟨Mr,Mc⟩
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Fig. 3: Runtime interface with a colored progress bar and
text prompts.

where Mr is the mesh whose vertices and faces are removed,
and Mc is the mesh whose vertices and faces change. For Mr,
we only need to record corresponding cube indices; for Mc,
re-computed vertices and faces both need to be recorded, and
the cude indices are also needed for follow-up convenience.

We assume the generated TSDF volume as Tt and retrieve
Tt−1 from the historical TSDF volume. Tt and Tt−1 share the
same spatial coordinates. The output of the fusion algorithm
is T ′

t , which will be put back on the historical TSDF volume.
Based on the cubic structure, we sequentially traverse these
two TSDF volumes. The cubes at coordinate θ on these
two TSDF volumes are noted as cθ

t−1 and cθ
t . Given that

the generated mesh is built from both previous features and
new data, we believe that it has a better description of the
target scene, so we prefer to trust the new TSDF data when
conducting the incremental data. We use a straightforward
approach to compare these two cubes, i.e., whether faces
exist in this cube. We define the operation function f (θ) for
the cube at coordinate θ as:

f (θ) =


0 (F,F)

cθ
i,t (T,F)

MC(cθ
v,t) (F,T)

I(cθ
v,t−1 ̸= cθ

v,t)∗MC(cθ
v,t) (T,T)

where (F,F) represents that there are no faces in cθ
t−1 and

cθ
t , and others are in a similar fashion. MC(·) represents the

isosurface extraction in the Marching Cubes algorithm. I(·)
is the indicator function. Simply speaking, if there is no face
in cθ

t , record the index and add it to Mr. Otherwise, judge
whether cv,t−1 and cv,t are the same, and if they are different,
compute the mesh for cv,t .

D. Incremental Mesh Rendering

The crucial task for the mobile side is to achieve efficient
and instant rendering for the streamingly received incre-
mental mesh. The rendering process can be simplified to
read mesh data from the rendering buffer, which is usually
constructed as a linear list. Each element on the buffer stores
the coordinates of three vertices in a face. In consideration of
the fact that incremental mesh involves many removal and
modification operations of historical data, a simple idea is
that after new data arrives, the overall mesh is calculated
and then fed into the buffer. It is obvious that the growth of
the overall mesh will bring a huge processing time overhead.

The key point is how to achieve fast buffer updates and
maintain the speed even after multiple operations. We believe

that there is a more efficient way to update directly in the
buffer rather than calculating from scratch each time. Our
basic policy is to utilize the cube indices of Mr and Mc to
locate them in the buffer, remove the corresponding historical
faces for Mr and Mc (setting these positions as zeros), and
append the faces belonging to Mc (add these positions to the
tail). It does speed up the update process but brings much
memory fragmentation after multiple updates due to massive
zero bits, wasting lots of memory resources. We observe
that there is a fixed number of faces when extracting the
isosurface on each cube, which means that many cubes have
the same number of faces. Thus, the optimized policy is to
manage the memory in a fill-in-the-blank style, i.e., fill the
zero bits when a same-sized modified process occurs.

Specifically, we define cube information as cm. It includes
the coordinate of each vertex in all faces v, the count of
faces n, and the offset in the buffer δ , which means that
faces from δ to δ +n in the buffer belong to this cube. We
conduct a dictionary D mapping from ci to cm, which can
help us quickly locate the historical mesh. We also build a
dictionary L to manage the zeroed positions of the buffer.
L[i] records the available offsets whose count of faces is i.

We deal with the incremental mesh in two categories. For
each cube on Mr, we can obtain cm by accessing D[ci]. The
positions of the buffer from δ to δ + n will be zeroed out,
and we add δ to L[n] to make it can be reassigned. For each
cube on Mc, we obtain cm in the same way. If the count of
faces in the new data is equal to n, we can directly modify
v on-site. Otherwise, the operation is similar to Mr. If there
is no usable offset in L, we will place the data at the tail.

E. Optimizations

Tolerance Threshold. We introduce a parameter t called
“tolerance threshold” to balance quality and latency with lim-
ited network bandwidth, which means reducing transferred
data by tolerating the fusion quality decrease. Considering
the shape of faces in a cube is related to eight voxel values,
we observe that the variation of the extracted mesh is slight
and hard to see when the change of these voxel values is
small. If all voxel value variations between cv,t−1 and cv,t are
smaller than t, we thought that the changes are not significant
and it is no need to re-compute the incremental data.

Rendering buffer Backup. We add an alternative buffer
scheme to solve the data synchronization problem, which is
caused by the mismatched speed of rendering and generation
for incremental mesh. Suppose the GPU is using the data in
bA to render at present, and when a new mesh is received, we
update the data in bB. After finishing the update operation,
the GPU render switches to bB. The above process is
performed again each time a new mesh arrives.

Interactive Prompts. Fig. 3 demonstrates our visual-
based interaction scheme. The progress bar on the screen
shows the proportion of frames collected that can perform
an inference process. The user movement monitoring module
reminds users whether the scanning speed is reasonable. The
greater ratio of uploaded key frames and received mesh on
the mobile side means too fast scanning speed. The text



TABLE I: Quantitative results with the “Baseline(part)” system and VIDAR on ScanNet. “Mean Data Compression
Rate” means the ratio of transferred data with the tolerance threshold t to the same data not using the threshold, which is
the average value for all scenes. t helps reduce the incremental data due to being insensitive to the change.

Method t 3D geometry metrics 2D depth metrics Mean Data

Comp ↓ Acc ↓ Recall ↑ Prec ↑ F-score ↑ Abs Rel↓ Abs Diff↓ Sq Rel↓ RMSE↓ δ < 1.25↑ Compression Ratio

baseline - 0.003 0.044 0.946 0.255 0.398 0.085 0.156 0.058 0.263 0.867 -

ours

0.0 0.000 0.000 1.000 1.000 1.000 0.000 0.000 0.000 0.000 0.992 1.000
0.1 0.003 0.002 0.931 0.941 0.936 0.004 0.006 0.001 0.032 0.990 0.587
0.2 0.004 0.004 0.861 0.875 0.868 0.007 0.011 0.002 0.043 0.989 0.512
0.4 0.005 0.005 0.797 0.813 0.805 0.010 0.016 0.002 0.052 0.987 0.473
0.8 0.006 0.006 0.775 0.792 0.783 0.010 0.017 0.002 0.055 0.987 0.467

(a) “Corridor” (b) “Desk” (c) “Office” (d) “Bench”

Fig. 4: Qualitative results on real-world scenes. The first row is about the “Baseline (part)” system, which transfers the
generated mesh and directly fuses it with historical meshes on the mobile side, not utilizing our lossless fusion scheme. Our
results are on the second row.

“Please Slow Down” with the warning-colored bar reminds
users to slow down the scanning speed. The greater time
interval between the last and current key frames means too
slow scanning speed, and the text “Move Your Device” will
prompt them to collect more views.

IV. EXPERIMENTS

A. Datasets and Metrics

We use the official test sequences of the ScanNet [14]
dataset for the quantitative evaluation. Besides, we capture
some real-world scenes to qualitatively demonstrate the per-
formance of VIDAR. We use the 2D depth metrics defined in
[35] and 3D geometry metrics defined in [20], which are used
by most scene reconstruction methods. We use the original
output 3D mesh of the chosen scene reconstruction method
as ground truth to evaluate whether the 3D mesh rendered
on the mobile side is consistent with the original mesh.

B. Quality Evaluation

We implemented the “Baseline(part)” system as a base-
line to evaluate the guidance quality of VIDAR. It applies
the conventional Marching Cubes algorithm to extract the
generated mesh and then overlays it with the previous mesh
data on the screen without using our mesh fusion scheme.

Fig. 4 shows rendered mesh with the “Baseline(part)”
system and VIDAR in multiple real-world scenes. The
“Baseline(part)” system has obvious grooves at the edges of
the rendered mesh, while VIDAR renders a smoothing mesh.
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In order to better illustrate the performance of VIDAR, we
test our fusion scheme on the ScanNet dataset. Table I shows
the comparison results. When t is 0.0, the mesh extracted by
VIDAR is consistent with the GT mesh. VIDAR outperforms
the “Baseline(part)” system in all metrics even when t is
taken to 0.8. The “Baseline(part)” system significantly dam-
ages the F-score, which is a more comprehensive indicator
of mesh quality. Besides, we find that when the value of t is
0.1, the transferred data volume can be reduced to 58.7% of
the original data with 6% quality loss (from F-score). Setting
a suitable value for t can help balance the quality and latency
under limited network bandwidth.
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Fig. 7: Qualitative performance when users scan with
offline-scanning system and VIDAR.

C. Efficiency Evaluation

To demonstrate the data transfer efficiency of VIDAR, we
implemented the “Baseline(whole)” system as a baseline.
It integrates the generated TSDF into the historical TSDF
volume and extracts the global mesh with the Marching
Cubes algorithm, then directly transfers and renders it on the
mobile side, without using our incremental transfer scheme.

We tested the “Baseline(whole)” system and ours in a
real-world scene to compare the processing time of each
fragment. From Fig. 5, we can see that the processing speed
of the “Baseline(whole)” system is getting slower and slower,
even in the 11th fragment there was a system crash, and the
scanning task eventually could not be completed. However,
the speed of VIDAR was stable at 100-150ms and completed
data collection normally.

To prove the data rendering effectiveness of VIDAR, we
implemented the “plain” buffer update algorithm, which con-
structs the buffer from scratch each time a new mesh arrives.
Comparative experiments between these two algorithms are
conducted on a real-world scene. Fig. 6 shows that the time
overhead of the ”plain” algorithm shows an upward trend
and grows to over 200 ms. However, our update algorithm
remains stable within 100 ms (50 ms on average). The overall
latency of our update algorithm remains smooth and low over
time, which ensures VIDAR renders mesh in time.

Runtime. We tested VIDAR in a number of real-world
scenes of varying size and type. Every 9 collected key
frames by the smartphone are transferred to the server and

then fed into the reconstruction neural networks to generate
the incremental mesh. The statistics show that VIDAR can
acquire 3.6 key frames each second. The mobile mesh
updating time is the time taken from when it starts sending
the key frames to when it receives the new incremental mesh,
which is about 943ms (1hz). The mobile mesh rendering
time is the time to update the rendering buffer, which is
about 47ms (20hz). Therefore, VIDAR is able to meet the
requirement of instantly displaying the mesh as one scans
the scene. VIDAR’s average upstream and downstream bit
rates are 7.88 and 4.21 Mbps, respectively, which keep the
network bandwidth overhead in an acceptable range.

D. Case Study

We invite an expert and two volunteers p1 and p2 to
reconstruct a real-world scene separately, which demon-
strates data collection quality intuitively. The expert has rich
experience in 3D scene data collection, and these volunteers
are not from the computer science field. The volunteers first
reconstruct the scene through the offline scanning process
and then reconstruct the same scene using VIDAR. The mesh
reconstructed by the expert using VIDAR served as a com-
parison. For the fairness of the experiment, the key frames
selection policy and the reconstruction neural networks used
in the traditional method are consistent with what we used in
VIDAR. Fig. 7 shows that the offline-scanning reconstruction
results of both volunteers are incomplete or even broken. In
contrast, the interactive reconstruction results are complete
and seem similar to the mesh built by the expert. The
results show that with VIDAR, even users without a technical
background can reconstruct 3D scene mesh with higher
quality more efficiently.

V. CONCLUSIONS

In conclusion, we propose VIDAR to address the data
missing problem in situ during users’ scanning process
for monocular 3D reconstruction. VIDAR guides users to
supplement more scene information with the streaming-
generated mesh overlayed on real-world images. Our in-
cremental mesh extraction algorithm enables lossless fusion
between multiple historical mesh data and current generated
mesh for high-quality guidance. Our incremental mesh ren-
dering algorithm achieves instant buffer updates and efficient
memory management for instant feedback. The introduction
of optimizations ensures system performance and user expe-
rience under low bandwidth conditions. We believe VIDAR
can improve the reconstruction quality of existing scene
reconstruction algorithms in terms of data dimensions.
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